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Key points summary:

1. Purkinje cells of the cerebellum receive about 180,000 parallel fibre synapses, which

have often been viewed as a homogeneous synaptic population and studied using

single action potentials.

2. Many parallel fibre synapses however might be silent and, in vivo, granule cells fire in

bursts. Here we used trains of stimuli to study parallel fibre inputs to Purkinje cells in

rat cerebellar slices.

3. Analysis of train EPSCs revealed two synaptic components, phase 1 and 2. Phase 1

is initially large and saturates rapidly, whereas phase 2 is initially small and facilitates

throughout the train.  The two components have a heterogeneous distribution at

dendritic sites and different pharmacological profiles.

4.  The differential sensitivity of phase 1 and phase 2 to inhibition by pentobarbital and

NBQX mirrors the differential sensitivity of AMPA receptors associated with the

transmembrane AMPA receptor regulatory protein, -2, gating in the low- and high-

Popen modes, respectively.
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Abstract

Cerebellar granule cells fire in bursts and their parallel fibre axons (PFs) form about

180,000 excitatory synapses onto the dendritic tree of a Purkinje cell. As many as 85%

of these synapses have been proposed to be silent, but most are labeled for AMPARs.

Here we studied PF to Purkinje cell synapses using trains of 100 Hz stimulation in rat

cerebellar slices. The PF train EPSC consisted of two components that were present in

variable proportions at different dendritic sites: one with large initial EPSC amplitude

saturated after three stimuli and dominated the early phase of the train EPSC, and a

second with small initial amplitude increased steadily throughout the train of ten stimuli

and dominated the late phase of the train EPSC. The two phases also displayed differ-

ent pharmacological profiles. Phase 2 was less sensitive to inhibition by NBQX but more

sensitive to block by pentobarbital than phase 1. Comparison of synaptic results with

fast glutamate applications to recombinant receptors suggests that the high-Popen gating

mode of AMPARs containing the auxiliary subunit TARP -2 makes a substantial contri-

bution to phase 2. We argue that the two synaptic components arise from AMPARs with

different functional signatures and synaptic distributions. Comparisons of voltage- and

current-clamp responses obtained from the same Purkinje cells indicate that phase 1 of

the EPSC arises from synapses ideally suited to transmit short bursts of action poten-

tials, whereas phase 2 likely arises from low-release probability or “silent” synapses that

are recruited during longer bursts.
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Abbreviations

AMPAR, AMPA receptor; D-APV, D-(-)-2-Amino-5-phosphonopentanoic acid; CNQX, 6-cyano-7-

nitroquinoxaline-2,3-dione;  CPCCOEt,  7-(Hydroxyimino)cyclopropa[b]chromen-1a-carboxylate

ethyl ester; GYKI 53655,  1-(4-aminophenyl)-3-methylcarbamyl-4-methyl-7,8-methylenedioxy-

3,4-dihydro-5H-2,3-benzodiazepine; NBQX,  2,3-Dioxo-6-nitro-1,2,3,4-

tetrahydrobenzo[f]quinoxaline-7-sulfonamide; PF, parallel fibre; SR 95531, 2-(3-Carboxypropyl)-

3-amino-6-(4methoxyphenyl)pyridazinium bromide;  TARPs, transmembrane AMPA receptor

regulatory proteins.

Introduction

Purkinje cells are the sole output neurons of the cerebellar cortex. They receive about

180,000 excitatory synapses from parallel fibres (PFs) (1 to 2 synapses per fibre; Harvey

and Napper, 1988, Pitchitpornchai et al., 1994), and less than 1% of that number from a

single powerful climbing fibre. PF synapses are thought to be a major site of synaptic

plasticity that underlies motor learning and they have typically been studied and viewed

as a population with homogeneous properties; however, plasticity and information

storage must result in synaptic heterogeneity. Individual PF synapses identified in paired

recordings typically exhibit high release probability, but such synapses are rare, leading

to the conclusion that most of the synapses identified anatomically by electron

microscopy are in fact silent (85%, Isope and Barbour, 2002; Ekerot and Jörntell, 2001),

which has been suggested to offer optimal potential for information storage (Brunel et

al., 2004).  In contrast, a population study in which beams of PFs were stimulated

ascribed a low release probability to PF synapses (Dittman et al., 2000; Foster et al.,

2005). While there is thus evidence that PF synapses form a heterogeneous population

that is subject to modification, silent or virtually silent synapses are inherently difficult

to study as they contribute little to the average synaptic response elicited by single

stimuli. In addition, granule cells fire bursts of action potentials in vivo (Chadderton et

al., 2004; Jörntell and Ekerot, 2006), whereas most of the analysis of PF synapses has

been done with one or two stimuli, conditions that do not cover the physiological range.
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L-Glutamate is the transmitter at PF synapses and rat Purkinje cells express a

variety of glutamate receptors, comprising AMPAR subunits (GluA1, 2 and 3, Lambolez et

al., 1992, Baude et al., 1994 and GluD2, Petralia et al., 1998; Yamasaki et al., 2011), as

well as ionotropic subunits of NMDA receptors (NR1, Petralia et al., 1994) and kainate

receptors and metabotropic mGluR1. In addition, Purkinje cells are known to express the

auxiliary AMPAR subunits TARPs (transmembrane AMPA receptor regulatory proteins) -2γ

and -7 (Yamasaki et al., 2010). In principle, this array of subunits can generate aγ

variety of receptors, however, no segregation has been reported between particular

sites (except for GluD2 which is present at PF synapses only after 2 weeks postnatal

(Zhao et al., 1998)).  Although immunogold labelling of AMPARs indicates a large

variability of receptor number and density at PF synapses (Masugi-Tokita et al., 2007),

most identified synapses are labelled, suggesting that electrically silent synapses might

generate signals that are too small to be resolved. Synaptic currents that correspond to

different populations of receptors have not been reported in Purkinje cells.

Here we have characterised the responses of PF-Purkinje cell connections to

trains of high-frequency stimulation in acute cerebellar slices. Our results show that PF

train EPSCs are made up of two components, which exhibit different facilitation patterns

and sensitivity to pharmacological agents.  The relative contribution of these

components varies substantially between different dendritic locations and sets of

synapses.  We show that TARP -2 modulation of AMPAR gating contributes to theγ

complexity of the responses. In particular, the low- and high-Popen gating modes of

TARP-associated receptors have different sensitivities to AMPAR antagonists, which

mirror the different pharmacology of phase 1 and phase 2 of the synaptic response.

The high-Popen gating mode contributes to the second component of the train EPSC,

which is initially small but increases steadily throughout the stimulus train. The two

synaptic components seem ideally suited to distinguish between short and long

presynaptic bursts of action potentials.

Methods
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Ethical approval:  Sprague Dawley rats were provided by Janvier (St Berthevin, France)

and subsequently housed in agreement with the European Directive 2010/63/UE

regarding the protection of animals used for experimental and other scientific purposes.

Experimental procedures were approved by the French Ministry of Research and the

ethical committee for animal experimentation of Paris Descartes.

Slice preparation: Experiments were performed in vitro on either transverse slices

300 µm thick or sagittal slices 220 µm thick cut from the cerebellum of 17-23 day-old

Sprague-Dawley male or female rats.  Briefly, rats were killed by decapitation under

general anaesthesia  following inhalation of the volatile anesthetic isoflurane in

accordance with the Directive 2010/63/UE and the cerebellum was quickly removed

and cooled in ice-cold solution. After removal of the brainstem, the tissue was glued to

the stage of a vibrotome (Leica VT1200S, Germany).  Slices were kept in a vessel

bubbled with 95% O2 / 5% CO2 at 34° C for 1 hr and then allowed to cool down to

room temperature.  Slice preparation and recordings were made in a bicarbonate

buffered solution containing in mM: 115 NaCl, 2.5 KCl, 1.3 NaH2PO4, 26 NaHCO3 and 25

glucose. For preparation of the slices, the solution contained 4 mM MgSO4 and 0.5 mM

CaCl2; for recovery and recording, 1 mM MgSO4 and 2 mM CaCl2, respectively. 

Patch-clamp recording from outside-out patches: tsA201 cells were maintained in DMEM

with 10% fetal bovine serum. Cells plated on poly-L-lysine coated glass coverslips were

transiently transfected with 0.5-1 g of total cDNA per coverslip using X-tremeGENE 9

DNA transfection reagent (Roche) according to the manufacturer instructions. Individual

GluA and TARP cDNAs were co-transfected at ratios of 1:1 to 1:3.  For heteromer

expression, GluA1, GluA2 and -2 were co-transfected at ratios of 1:1:1 to 1:1:3.  In

some experiments, GluA1--2 and GluA2--2 tandem receptors were co-transfected to

ensure complete incorporation of -2 in receptor assemblies.  The enhanced green

fluorescent protein (eGFP, 0.2 g) was included in the transfection mix to identify

transfected cells. The GluA1 and GluA2 cDNAs encode the flip splice variants and a

glutamine at the Q/R editing site in GluA2, unless stated otherwise. Outside-out patch

recordings were performed 24-72 hr after transfection. For the experiments where the
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effect of pentobarbital was compared for receptors containing Q vs R versions of GluA2,

we expressed the receptors in Xenopus oocytes to increase the size of the currents and

excised outside-out patches after removal of the vitelline membrane (5-7 days after

injecting the oocytes with cRNA for GluA1, GluA2 and -2). The oocytes and cRNAs were

kind gifts from Susumu Tomita.

All recordings were done at room temperature with an EPC-9 amplifier (HEKA) and

PatchMaster acquisition software, essentially as described (Robert and Howe, 2003).

The recordings were made at a holding potential of -100 mV. The external solution

contained in mM: 150 NaCl, 3 KCl, 2 CaCl2, 1 MgCl2, 5 glucose and 10 HEPES (pH

adjusted to 7.4 with NaOH). Patch pipettes (open tip resistance 4-10 M) were filled with

a solution containing in mM: 135 CsF, 33 CsOH, 2 MgCl2, 1 CaCl2, 11 EGTA and 10 HEPES

(pH adjusted to 7.4 with CsOH). The external solution with and without glutamate (10

mM) was applied to the outside-out patch using theta glass pipettes mounted on a

piezoelectric bimorph (Robert and Howe, 2003). The rise-times of responses to fast

application of 10 mM glutamate were 250-400 µs. The bath was superfused constantly

with normal external solution at a rate of 1-2 ml/min (1 to 2 bath volumes per min).

Antagonists were added to the external solution and were present both with and without

glutamate unless noted otherwise. Ensemble currents were low-pass filtered at 3 kHz,

sampled at 20-40 kHz, and analysed as described in Robert and Howe (2003). 

Patch-clamp recording of synaptic currents: Whole-cell patch-clamp recordings were

made from Purkinje neurons, identified by their size and location at the edge of the

molecular and granule cell layers with an EPC9 or EPC10 amplifier (HEKA, Germany) and

PatchMaster acquisition software.  The internal solution contained in mM: 140

Kgluconate, 10 KCl, 10 HEPES 0.1 EGTA, 4.6 MgCl2, 4 ATPNa2 and 0.4 GTPNa, pH

adjusted to 7.3 with KOH and osmolarity to 295 mOsm/kg. When filled with internal

solution, recording pipettes had a resistance between 3 and 4.0 M . Membrane currentsΩ

were recorded at a pipette potential of -60 mV (not corrected for junction potential of

approximately -12 mV pipette-bath).  For recording train EPSCs at depolarised

membrane potential the internal solution contained in mM: 125 Csgluconate, 5 QX-
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314Cl, 10 EGTA, 10 HEPES, 4 MgATP, 0.3 NaGTP, 1 CaCl2, 0.1 Spermine, pH adjusted with

CsOH. Series resistance was 80% compensated. During experiments, the preparation

was visualised on an upright microscope (Olympus BFX51; 60x 0.9 NA water dipping

objective) and the bath was continuously perfused at a rate of 1 to 2 ml/min (1 to 2

bath volumes per min) with solution equilibrated with 95% O2 / 5% CO2 to maintain

pH. 

Parallel fibers were stimulated with a patch pipette identical to those used for

recordings and positioned at the surface of the molecular layer. The stimulation pipette

was usually positioned in the central third of the molecular layer, except for data

presented in Fig. 3 were the whole molecular layer was investigated in sagittal slices.

Pulses of 100 µs duration and 40 V from an isolated stimulator were used in transverse

slices, and 15 V in sagittal slices. Identical stimulus parameters and pipettes were used

between experiments to achieve comparable numbers and density of active PFs. Trains

of 10 stimuli at a frequency of 100 Hz were repeated once per minute.

Imaging: To obtain the morphology of the Purkinje cell dendritic tree the internal

solution was supplemented with 20 μM Alexa 488 (Life Technologies, USA) and images 

taken with 0.1 s exposures by an Andor Ixon EMCCD camera (Andor Technology, UK)

and OptoLED light source (CAIRN Research, UK) with 470/40 nm excitation and 530/40

nm emission. When recording intracellular calcium signals, the pipette solution was

additionally  supplemented  with  500  μM  Fluo-5-F  (pentapotassium  salt,  Life

Technologies, USA). After focusing, a dendritic subregion of 150x200 pixels (40x53 µm)

was imaged at 37.3 fps at EM gain 150. Analysis was by F/F after subtraction of∂

background fluorescence (Igor Pro, Wavemetrics; routines kindly provided by Brandon

Stell). 

Chemicals: 2,3-Dioxo-6-nitro-1,2,3,4-tetrahydrobenzo[f]quinoxaline-7-sulfonamide

(NBQX), 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX), 2-(3-Carboxypropyl)-3-amino-6-

(4methoxyphenyl)pyridazinium  bromide  (SR  95531)  and  D-(-)-2-Amino-5-

phosphonopentanoic acid (D-AP5) were purchased from Tocris Bioscience. Alternatively,

SR 95531 and D-AP5 and CPCCOEt,  7-(Hydroxyimino)cyclopropa[b]chromen-1a-
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carboxylate ethyl ester, were bought from Ascent Scientific. Stocks were prepared in

water, except for CPCCOEt which was prepared in DMSO, and were diluted in saline just

before use.  Pentobarbital was purchased from Centravet.  All other chemicals were

purchased from Sigma.

Data Analysis: For the NBQX experiments with recombinant receptors in outside-out

patches, two types of protocols were used. In one, 100 ms applications of 10 mM

glutamate were repeated at 0.4 s intervals, which allowed recovery from desensitization

between applications. In most experiments, NBQX was included in both control and

glutamate-containing solutions. In a few experiments, NBQX was excluded from the

glutamate-containing solution and longer (400-500 ms) applications of glutamate were

made to estimate the off-kinetics of NBQX block.  In either case, 30 records were

collected under steady-state conditions and used to construct mean ensemble currents

in PatchMaster (records that contained artefacts or jumps in the holding current were

excluded). The mean records were exported to Igor Pro software (Wavemetrics), and

peak and steady-state currents during the glutamate application were measured

manually (peak currents were defined as the difference between the peak inward current

and the steady-state current late in the application).  In the second type of NBQX

protocol, 2 ms applications of 10 mM glutamate were repeated at short intervals

(typically ten applications at 100 Hz) to mimic the high-frequency trains of PF

stimulation in cerebellar slices. The trains were repeated once per second. In these

studies, NBQX was included in both control and glutamate-containing solutions. After

digital averaging in PatchMaster (20-30 repetitions), the mean waveforms were exported

to Igor Pro. Steady-state currents were estimated from the current amplitudes at the

end of the 2 ms glutamate applications during the last 3-5 applications in the train. The

peak current was taken as the difference between this value and the maximum inward

current evoked by the first 2 ms pulse of 10 mM glutamate. 

We also tested the effect of 110 µM pentobarbital on recombinant receptors with

protocols similar to those used for NBQX. We performed bi-exponential fits to the

decays of the currents evoked by 2 ms or 100 ms applications of 10 mM glutamate in
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the absence and presence of pentobarbital. Zero time was set at the end of the 2 ms

applications or the peak of the inward current evoked by the 100 ms applications

(deactivation and desensitisation, respectively).  This analysis allowed us to obtain

percentage inhibition values for the steady-state current (Iss) and the amplitudes of the

fast and slow components of desensitisation (af and as), as well as the relative

amplitude of the slow component of deactivation (a2).  Mean percentage inhibition

values for NBQX and pentobarbital block of the different parameters were calculated

and compared with Student’s t-test and one- or two-way ANOVA with the on-line

software package VassarStats. 

For the analysis of synaptic currents, raw current traces were exported to Igor Pro

(Wavemetrics) and peak currents were measured as the average over a time window

overlapping the peak and spanning a few sampling points.  A1, A3 and A10, the

amplitudes of the 1st, the 3rd, and the 10th response respectively within a train, were

measured for each individual trace. The amplitude of phase 2 (P2 = A10 – A3) and

ratios R1 = A3/A1 and R2 = P2/A1 were computed from these measurements.

Individual values were then averaged for 4 or 5 consecutive trains except for Figs. 3 and

10, where a single train EPSC was recorded at each location. Statistical significance was

tested with non-parametric methods where possible. These do not require assumptions

about the nature of the distribution of the variables (as parametric tests do); the

Wilcoxon signed rank test (non-parametric, for paired samples) and the Wilcoxon Mann

Whitney test (non-parametric, for unpaired samples). However, parametric tests can be

more robust in the case of small samples and when paired measurements are made on

the same cell.  For this reason, Student’s  t-test was used to test the statistical

significance of differences for the data presented in Fig. 6. Tests were conducted using

Igor Pro (Wavemetrics). All values given are mean ± SEM. 
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Results

Analysis of PF train EPSCs: two types of synaptic responses

We analysed parallel fibre to Purkinje cell synapses in sagittal or transverse cerebellar

slices from P17 to P23 rats.  PFs were stimulated using a focal glass electrode,

stimulating beams of parallel fibres while recording train EPSCs in Purkinje cells in the

presence of GABAA and NMDA receptor antagonists. Granule cells (whose axons are

PFs) fire in short trains and to mimic this pattern, trains of 10 stimuli at 100 Hz were

applied and repeated once per minute.  Although we used reproducible stimulation

intensity and pulse width for a given type of slice and distance, the amplitude of the first

EPSC varied substantially between recordings. When Purkinje cells are loaded with a

fluorescent indicator, it is obvious that the dendritic tree of the cell is very dense (see

Fig.  3).  Although EPSC amplitude is generally assumed to reflect the number of

synapses activated, variations of the EPSC amplitude might reflect not just variation in

the number of stimulated fibres and synapses but also variation in the response of

individual synapses. While using trains to stimulate PFs, we noticed that sites that gave

large responses to a single pulse were more likely to recruit rapidly saturating responses,

whereas small initial responses facilitated steadily during the train to similarly large

amplitudes.  In all work presented here, the behaviour of PF train EPSCs was

characterised whether responses to a single pulse were large or small. 

Figure 1A shows representative examples of PF train EPSCs elicited by a train of

10 stimuli at 100 Hz. Three kinds of response were noted. Some responses tended to

saturate after 3 stimuli (Fig. 1Ai), whereas others showed facilitation over the train dura-

tion, progressively increasing in amplitude (Fig. 1Aii). Yet others appeared to be hybrids,

with a progressive build-up superimposed on an initial saturating response (Fig. 1Aiii).

Train EPSCs appeared to be made of the sum of EPSCs with two kinds of facilitation

properties during trains. Some responses reached a maximum by the 3 rd stimulus and

thereafter maintained a plateau, whereas others built up from a very small initial amp-

litude and kept facilitating. The proportion of the two types of responses (saturating and

steadily facilitating) varied for different cells; some EPSCs were almost purely saturating
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or facilitating, as in the examples of Fig. 1Ai and ii, but most were a mixture, as in exam-

ple Aiii. The fast saturating type was best isolated during the first 3 stimuli, whereas the

second type was best measured once the first reached a plateau.

Fig. 1B illustrates the analysis developed to characterise the PF train EPSC and

measure the two components that were observed in isolation during train stimulation in

some cells. The amplitudes A1, A3 and A10 of the first, third and tenth responses within

the train were measured as absolute amplitudes, and we defined 2 phases. The initial

phase of the train EPSC (phase 1, up to the 3rd stimulation) is described by A1, A3 and

the ratio of amplitudes A3/A1, which we call R1. We equated A3 to the amplitude of

phase 1 (P1). R1 is a measure of the facilitation during this phase. The second phase

(phase 2, from the 3rd to the 10th EPSC) is characterised by the absolute amplitude P2,

taken as the difference between the peak amplitude of the response to the 10th and 3rd

stimuli (P2 = A10 – A3), a measure of the additional current recruited late in the train.

Finally we define R2, the ratio of P2 over A1, which is a measure of the amplitude of

phase 2 relative to that of the response to a single stimulus. Because A1 is proportional

to phase 1 (see below for correlation between A1 and P1) and is the least contaminated

by overlap with phase 2, R2 is also an indicator of the relative size of the two phases

(steadily facilitating vs saturating).

Figure 1C shows a plot of P1 vs the initial amplitude A1 in the left panel and a

plot of R1 (A3/A1) vs A1 on the right for 38 cells. P1 is highly correlated to the ampli-

tude of A1 and, as a result, R1 is fairly constant for amplitudes of A1 larger than 200

pA. This reflects the fact that while phase 1 of the train EPSCs saturates (as illustrated in

Fig. 1Ai) facilitation is reproducible during the first three stimuli. In contrast, for small

amplitudes (A1 below 200 pA, as in example Fig. 1Aii), there is no saturation of the train

EPSC and R1 increases substantially, along with the relative size of the phase 2 compo-

nent. The left panel of Fig. 1D shows a plot of P2, the amplitude of the current recruited

during phase 2 (A10-A3), plotted vs A1. In contrast to P1, P2 is not correlated signifi-

cantly to A1 and varied independently from cell to cell. As a result, for cells that gave

small A1 values, the PF train EPSC was dominated by the steadily facilitating phase 2
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component, which results in larger values of R2. An example of such a cell is shown in

Fig. 1Aii. In such cases, where phase 2 makes a large contribution to the train EPSC, R1

values are also large (Fig. 1C, right), presumably because facilitation is greater for phase

2 (compared with phase 1). Most of the experiments presented in Fig. 1 were performed

on transverse cerebellar slices (32 out of 38). However, the three patterns of train EPSC

described were also observed in sagittal slices and data from transverse and sagittal

slices were pooled. 

Our analysis shows that the PF train EPSCs elicited in response to high-frequency

stimulation are composed of variable proportions of two synaptic components with spe-

cific facilitation properties. One component usually dominates phase 1 of the response

and quickly saturates, while a second component, typically very small initially, progres-

sively increases throughout the train and dominates phase 2. The two synaptic compo-

nents may correspond to the summed response of two different populations of

synapses, which is suggested by the difference in facilitation during the train.

mGluR1s and PF train EPSCs

PF train stimulation activates the AMPAR-mediated EPSC described above, and also an

mGluR1-mediated slow EPSC through a Gq-mediated pathway (Batchelor and Garth-

waite, 1994; Tempia et al., 1998; Canepari and Ogden, 2003). The mGluR1 slow EPSC

could therefore contribute to the currents described above, particularly during phase 2,

although it activates on a slower time scale than AMPARs, rising slowly after the 100 ms

train and peaking in about 500 ms (Batchelor and Garthwaite, 1994; Canepari et al.,

2004) and is reduced in amplitude when AMPAR-mediated transmission is intact (Auger

and Ogden, 2010). However, because mGluR1 is also coupled via Gq to the phospholi-

pase C cascade, if calcium is released from stores this might additionally influence the

PF train EPSC.

To test directly the possible contribution of mGluR1 activation, we analysed the

effect of CPCCOEt, an mGluR1 antagonist, on the PF train EPSC while imaging Ca2+ in

parallel with the fluorescent indicator Fluo-5F. Figure 2A shows an example of a train
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EPSC in control and 50 M CPCCOEt. Although there is a slight reduction of the train

EPSC, traces normalised to A10 show that the relative proportion of phase 1 and 2 is

not affected by the antagonist. Figure 2B shows the calcium signals associated with the

train EPSC in control and CPCCOEt, as well as the mGluR1-mediated signal isolated by

subtraction. The mGluR1-mediated calcium signal peaks approximately 540 ms after the

beginning of the train and is fully inhibited by CPCCOEt. Data are summarised in Fig.

2C. In the presence of 50 or 100 M CPCCOEt, A1 was 89.6 % ± 3.0 % (n = 14, P =

0.004), P1 was 94.7 % ± 1.5 % (n = 14, P = 0.005), P2 was 109.5 % ± 4.9 % (n = 14, P =

0.075) and R2 was 123.2 % ± 7.4 % (n = 14, P = 0.008) of control values. If the mGluR1

slow EPSC contributed significantly to phase 2, inhibition of the mGluR1 slow EPSC with

CPCCOEt would be expected to decrease P2 and R2. In fact we observed a small in-

crease of both P2 and R2. The mGluR1 current is therefore distinct from the PF train

EPSC, although it can overlap with its decay. Calcium signals associated with mGluR1

activation were slow compared to the train EPSCs from the same neurons and were fully

inhibited by the mGluR1 antagonist CPCCOEt. The mGluR and AMPAR systems coexist

and interact at PF synapses, however the EPSCs they generate can be clearly distin-

guished from each other. 

Voltage-gated conductances and PF train EPSCs

Because the progressively rising train EPSC identified during phase 2 has not been de-

scribed previously, we considered whether it arose spuriously from poor voltage control

and consequent activation of dendritic voltage-gated conductances. Ly et al. (2016) re-

cently showed activation of T-type calcium channels by PF EPSCs, however block of the

T-type calcium channels did not modify the kinetics of the EPSCs, because of the rapid

activation-deactivation kinetics of the T-type channels. 

To test this possibility further, we recorded train EPSCs at depolarised potentials

where voltage-gated conductances are largely inactivated.  The PF train EPSC was

recorded with CsGluc internal solution while the membrane potential was held at -60 or

+60 mV (-75 mV and +45 mV after compensation for a junction potential of -15 mV) for
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a sufficient amount of time to inactivate voltage-gated conductances (4 to 5 minutes).

Figure 2D shows an example of PF train EPSC recorded at -75 and +45 mV. The train

EPSC was not significantly altered by depolarisation and, in particular, phase 2 currents

were still observed at depolarised potentials. The ratios R1 and R2 report the relative

amplitudes of phase 1 and phase 2 currents with respect to A1. R1 and R2 were ana-

lysed at -75 mV vs +45 mV to determine if membrane potential affects the proportion of

the two phases. This analysis is summarised in Fig. 2E. On average in 10 cells, R1 was

3.55 ± 0.23 at -75 mV and 3.92 ± 0.34 at +45 mV (P = 0.14, n =10 ) and R2 was 3.72 ±

0.67 at -75 mV and 4.21 ± 0.99 at +45 mV (P = 0.37, n = 10). If phase 2 currents relied

on activation of voltage-gated conductances, R2 would be expected to decrease at de-

polarised potential. We therefore conclude that the PF train EPSCs we have identified

are not influenced by activation of voltage-gated dendritic conductances, a conclusion

consistent with our pharmacological analysis of the train EPSC presented below.

Variability arises at dendritic sites

In the analysis presented in Fig. 1, a single dendritic site was tested for each cell. We

next asked whether the observed variations in the relative size of phase 1 and 2 reflect

cell-to-cell variability or local variations between sets of synapses on the dendritic tree

of a Purkinje cell. Figure 3 shows the analysis of PF train EPSCs from a Purkinje cell

loaded with the fluorophore Alexa 488 to visualise the morphology of the dendritic tree.

These experiments were performed in sagittal slices exclusively, to visualize the

dendritic tree of the cell and position the stimulation pipette with respect to the tree. To

probe local variations, the position of the stimulation pipette was systematically

changed (n = 5 cells).

Figure 3A shows the morphology of the Purkinje cell and dots indicate the

successive positions of the stimulation pipette (71 locations tested in this example).

Stimulation intensity and duration were identical for all positions (15V and 100 s). The

responses obtained from the stimulation sites marked i and ii in panel A are shown in

Fig. 3B. Both responses reach a similar peak amplitude at the end of the train. Panel Bi
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is an example of a small initial EPSC that progressively facilitates during the train,

whereas Bii is an example of a response that saturates after the 3rd stimulation. Figure

3C is a histogram illustrating the distributions of the amplitudes: A1, P1, and P2. The

amplitudes of each component show remarkable variability (CVA1 = 91.4%, CVP1 = 74.8%

and CVP2 = 72.0%) when examined over the entire cell. On average for 5 cells, the

coefficient of variation of A1 was 99.8% ± 2.8%, the coefficient of variation of P1 was

81.3% ± 2.8%, and the coefficient of variation of P2 was 76.3% ± 6.4%.  Figure 3D

shows plots of the amplitude of phase 1 (P1 = A3) and phase 2 (P2 = A10-A3) vs A1. As

observed for different cells (Fig. 1), P1 is highly correlated to A1 (Pearson's coefficient =

0.959, P << 0.001), demonstrating the consistent facilitation of the phase 1 component;

A1 and P2 are also significantly correlated (Pearson's coefficient = 0.456, P < 0.001),

although less tightly. The correlation between A1 and P2 appears to reflect primarily the

high P2 values for train EPSCs where A1 was small. This result might be expected if the

small A1 train EPSCs were made up almost exclusively of building-up currents with

reproducible facilitation.  In contrast, for currents composed of both saturating and

building-up components, A1 is dominated by the large saturating component whereas

P2 is dominated by the building-up component, and the correlation between A1 and P2

is lost, as seen for large A1 train EPSCs.  Variations in facilitation of the phase 2

component between cells could explain why no such correlation was observed for the

data in Fig. 1D where data from 38 cells were pooled. These experiments show that the

heterogeneity of the PF EPSCs arises primarily from local variability of synaptic

responses between dendritic sites of individual Purkinje cells and not from cell-to-cell

variability.  To our knowledge such mapping of synaptic connections onto a single

Purkinje cell has not been done before. It reveals a high degree of local tuning of

synapses.

EPSC facilitation and depression during repetitive stimuli are usually taken as

indicators of the presynaptic release probability of the underlying synapses. Here, the

EPSC facilitation during a train could be interpreted as indicating the presence of 2

different kinds of synapses, one with high release probability (saturating responses,
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highlighted in phase 1), and one with lower release probability (responses progressively

increasing, highlighted in phase 2).  Although it could be argued that extracellular

stimulation efficiency could generate some of this heterogeneity (Merrill et al., 1978), we

show below that the two types of responses also have different sensitivities to

pharmacological compounds, suggesting that they report synapses with different

receptor signatures, raising the possibility that differences in receptor behaviour may

contribute to the different facilitation pattern of the two components.

Pentobarbital preferentially inhibits phase 2 of the PF train EPSC

In addition to its well-known effects on GABAA receptors, anaesthetic concentrations of

pentobarbital inhibit both native and recombinant AMPARs. The inhibition is selective for

edited GluA2-containing receptors that have an arginine rather than a glutamine at the

tip of the pore helix in GluA2 subunits, receptors that also have greatly reduced

permeability to Ca2+ (Taverna et al., 1994; Yamakura et al. 1995). The results of previous

studies indicated that Purkinje cells express edited AMPARs (Tempia et al, 96; Häusser

and Roth, 1997). We therefore tested the effect of pentobarbital on the PF train EPSC.

Figure 4A (top panel) shows average PF train EPSCs in control and 110 µM

pentobarbital for one experiment.  Pentobarbital does not inhibit the train EPSC

uniformly and modifies the proportions of phase 1 and 2. This is highlighted when the

train EPSCs are normalised to A10 (Fig. 4A bottom panel): the PF train EPSC shown

exhibits a hybrid pattern in control solution, but saturates after the third stimulus in

pentobarbital, reflecting the selective inhibition of the phase 2 current by pentobarbital.

Figure 4B shows plots of the amplitude of A1, P1 and P2 during the course of the

experiment.  There is almost complete block of P2, compared with only a modest

reduction in A1 and P1 during the application of 110 µM pentobarbital, which results in a

sharp decline in R2. Average data are presented in Fig. 4C. Pentobarbital inhibited A1

by 15.7 % ± 5.1 % (n = 22) and P1 by 29.9% ± 3.4% (n = 22). P2 values were reduced

more and were even occasionally negative in pentobarbital (A10 decreasing below A3).

Negative values would be expected if the saturating component of the train EPSC
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depresses to some extent during phase 2, although such depression would only be

apparent when the amplitude of P2 became small. To minimise this complication arising

from the overlap of the two components, the inhibition of P2 and R2 was calculated for

train EPSCs with P2 values larger than 150 pA. In such cells, pentobarbital inhibited P2

by 77.3% ± 5.0% (n = 14) and R2 by 73.4% ± 6.3% (n = 14). The absolute amplitude of

P2 was reduced from a mean of -553 pA to -129 pA (76.6% inhibition, n = 22). R2 was

decreased from 3.81 ± 1.67 to 1.02 ± 0.76 (n = 22), highlighting a stronger inhibition of

phase 2 relative to phase 1 in the presence of the antagonist.

The results show that pentobarbital inhibits phase 2 of the PF train EPSC more

potently than it inhibits phase 1.  This observation supports the idea that the two

components of the train EPSC described above are mediated by different populations of

receptors.  Pentobarbital preferentially inhibits AMPARs that contain the edited (R)

version of GluA2 (Taverna et al., 1994; Yamakura et al. 1995) and phase 1 responses are

relatively insensitive to pentobarbital. One interpretation of our results is that calcium

permeable AMPARs contribute substantially to phase 1 responses; however, previous

studies in Purkinje cells have concluded that they lack such receptors ( Häusser and

Roth, 1997; Tempia et al., 1996). We have not investigated the calcium permeability of

the receptors underlying phase 1 currents, and their reduced sensitivity to pentobarbital

might be influenced by other receptor properties or the reported use-dependence of

pentobarbital inhibition (Marzalec & Narahashi, 1993). 

NBQX preferentially inhibits phase 1 of the train EPSC

Parallel fibre synapses onto Purkinje cells are equipped with AMPARs and, although

Purkinje cells express GluN1 (Petralia et al., 1994) and GluK subunits (Wisden and

Seeburg, 1993), functional NMDA receptors (in mice) and kainate receptors have only

been detected at CF synapses (Huang et al., 2004; Piochon et al., 2007; Renzi et al.,

2007). NBQX is a high-affinity competitive antagonist of AMPA/KA receptors

(Sheardown et al., 1990; Smith & Howe, 2000), commonly used to block AMPAR-

mediated synaptic currents and, owing to a slow unbinding rate, it does not unbind
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significantly on the time scale of a synaptic glutamate transient (Diamond and Jahr,

1997; Robert and Howe, 2003). 

Figure 5 shows the effect of 200 nM NBQX on a PF train EPSC. Figure 5A shows

average traces in control and NBQX (top), and traces normalised to the 10th response of

the train (A10) (below). The normalised traces highlight the altered facilitation of the

train EPSC, which builds up more progressively in NBQX than in control. The analysis

presented in Fig. 5B shows plots of the amplitudes A1, P1, and P2 over time from one

recording, as well as the ratio R2.  Whereas A1 and P1 are strongly inhibited and

decrease from -449 pA to -105 pA and from -1158 pA to -370 pA respectively, P2 is

mostly unaffected. Following a transient increase of the inward current at the beginning

of the NBQX application, P2 decreased only slightly from -370 pA to -360 pA.  R2

increases during the NBQX application, reflecting the selective decrease of phase 1. On

average, 200 nM NBQX inhibited A1 by 76.3% ± 2.1%, P1 by 69.0% ± 1.7% and P2 by

14.3% ± 6.8% (n = 9, Fig. 5C). Fig. 5D shows the change of R2, a relative measure of

phase 2 to phase 1. On average in 200 nM NBQX, R2 was 4.2 ± 0.8 times control

values.  

Inhibition of the train EPSC by NBQX was also analysed at 1 µM.  Because

inhibition by NBQX was strong at this concentration, experiments were performed on

train EPSCs with large initial amplitude (A1), which were exclusively of the saturating or

hybrid type. At 1 µM (Fig. 5C), NBQX inhibited A1 by 96.7 % ± 0.4% (n = 22) and P1 by

94.9 % ± 0.4% (n = 22). In these conditions, the average A1 amplitude in NBQX was

-33.5 pA ± 6.9 pA, still well above resolution. P2 was inhibited by 57.4% ± 4.4% (n =

22), producing a marked change in the ratio of the 2 phases reflected by the change of

R2.  R2 was 18.5 ±  3.5 times control values (Fig.  5D).  The results show that at

concentrations of 0.2 to 1.0 µM, NBQX is a more effective inhibitor of phase 1 than of

phase 2 and the selective block of phase 1 results in steady facilitation of the train EPSC

during the course of the entire train. The results are compatible with the suggestion that

the two components of the PF train EPSC are mediated by different populations of

19



receptors and the receptors that underlie phase 2 have a lower affinity for NBQX than

those underlying phase 1. 

Because NBQX is a competitive antagonist, an alternative explanation for the

different facilitation of the PF train EPSC in NBQX is that dissociation of the antagonist

and subsequent competition for binding with synaptic glutamate give rise to a

progressive recruitment of receptors, as NBQX block re-equilibrates in the presence of

glutamate that lingers in the synaptic cleft under high release conditions. However, the

rate at which NBQX unbinds is slow (2-3 s-1, MacLean et al., 2014), seemingly too slow to

account for rapid facilitation of phase 2 during a 100 ms train. Presynaptic kainate

receptors have been described at the PF to Purkinje cell synapse (Delaney and Jahr,

2002) where they facilitate release with increasing stimulation frequency.  However,

block of Kainate receptors by NBQX would be expected to reduce facilitation of the PF

train EPSC, decreasing R1 and R2, whereas we observe an increase in these measures of

facilitation.

We have discussed earlier the possibility that phase 2 currents are generated by

poor voltage clamp and activation of voltage-gated dendritic conductances.  The

decrease of the train EPSC amplitude in the presence of NBQX would be expected to

reduce voltage clamp errors and therefore decrease activation of voltage-gated

conductances, decreasing the proportion of phase 2 currents.  However, NBQX

increased R2 (the relative proportion of phase 2 current), and there is no reason to

expect that the activation of voltage-gated conductances would be differentially

sensitive to block of the train EPSC by pentobarbital and NBQX.

In total, our observations are compatible with the conclusion that PF train EPSCs

are composed of two components with different sensitivities to pentobarbital and

NBQX. Phase 1 is selectively blocked by NBQX whereas phase 2 is selectively blocked

by pentobarbital.

TARPed AMPARs : CNQX evoked currents and pentobarbital sensitivity

One possible source of receptor heterogeneity is the relative inclusion of auxiliary
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subunits such as TARPs (Milstein & Nicoll, 2008; Kato et al., 2010; Jackson & Nicoll,

2011; Yan & Tomita, 2012). CNQX has been shown to be a partial agonist at AMPARs

associated with TARP 2 and other type I TARPs (Menuz et al., 2007). Purkinje cells

express both TARP 2 and 7 (Yamazaki et al., 2010), and CNQX activates an AMPAR-

mediated current in these cells (Menuz et al., 2007). However, GluA1, GluA3 or GluA4

co-expressed with TARP 7 are not activated by CNQX (Bats et al., 2012). The available

data therefore suggest that CNQX-activated currents in Purkinje cells are carried by

AMPARs associated with TARP 2. To identify further the receptors that underlie the PF

train EPSC, we compared their sensitivity to inhibition by pentobarbital with the

corresponding sensitivity of the CNQX-activated current. 

Figure 6 shows that bath application of CNQX, in the presence of GABAA and

NMDA receptor antagonists, activates an inward current with an EC50 on the order of 2

M (n = 3). In control, CNQX (3 M) activated a mean inward current of -72.0 pA ± 5.8

pA  (n= 5) that was blocked by 50 M GYKI 53655, a selective non-competitive AMPAR

antagonist. When applied in the presence of 100 M CTZ, the mean CNQX-activatedμ

current was -373.2 pA ± 61.4 pA (n= 5), confirming that CNQX is a partial agonist which

both activates and desensitizes AMPAR (Menuz et al., 2007; MacLean and Bowie, 2011).

The application of pentobarbital (110 M) inhibited the CNQX current by 72.4 % ± 7%

(n = 4), similar to the extent by which pentobarbital inhibited P2 of the train EPSC. In

total, the results suggest that phase 2 of the train EPSC is mediated by AMPARs

associated with the auxiliary TARP subunit, 2.

Receptors that contain TARP -2 generate a sustained current with reduced sensitivity to

NBQX 

Our results with CNQX indicate that phase 2 of the train EPSC is mediated by AMPARs

that are associated with TARP  -2, suggesting the possibility that the different

sensitivities of phase 1 and phase 2 to NBQX were related to TARP modulation of

receptor properties, especially since TARPs are known to alter AMPAR pharmacology

and sensitivity to antagonists (Menuz et al., 2007; Cokic & Stein, 2008; Milstein & Nicoll,
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2008: Kato et al., 2010). To test this possibility directly, tsA201 cells were transfected

with GluA1 and GluA2, either with or without -2, and AMPAR currents were evoked by 10

mM glutamate in outside-out patches from the cells with a piezo-electric fast application

system.

We first set out to mimic repetitive synaptic stimulation by applying trains of ten

2 ms pulses of glutamate at 10 ms intervals. Examples of the results with and without

TARP -2 are shown in Figure 7. In the absence of -2 co-expression, the rapid rise and

decline of the currents through GluA1/GluA2 heteromers resulted in nearly complete

decay of the currents during the inter-application interval and therefore very small,

sustained inward currents (Fig. 7A). Co-expression of -2 slowed the deactivation decay

at the end of each 2 ms application, primarily by promoting the appearance of a slow

component of decay, making the decline in the current clearly bi-exponential (see Fig.

7B and Tomita et al., 2005; Zhang et al., 2006; Cho et al., 2007; Milstein et al., 2007). As

a result, the responses decayed less completely before the next application and this

incomplete decay resulted in a substantial sustained inward current during the trains

(what we will refer to as “pedestal” current) which was increased relative to that seen

when GluA1 and GluA2 were co-expressed without TARP -2. Decreasing the interval

between applications to 4 ms, an interval at which most of the fast decay component

but little of the TARP-associated slow component had declined, resulted in less

complete decay of the responses and larger pedestal currents during the train, although

peak currents were more reduced at 167 Hz stimulation (Fig.  7C).  The results are

consistent with the conclusion that the larger pedestal currents seen with TARP -2

result from TARP-mediated slowing of deactivation (Howe, 2015). Although shortening

the inter-pulse interval increased the pedestal currents, the application system was less

stable and we therefore used 100 Hz trains in all subsequent studies. 

We next tested the effect of 200 nM NBQX on the receptor responses to repeated

stimulation without and with TARP -2 co-expression. As is shown in Fig. 7D, 200 nM

NBQX completely blocked glutamate-evoked currents, both peak and sustained, when

GluA1 and GluA2 were co-expressed without -2. In contrast, when -2 was present,
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200 nM NBQX reduced the initial peak response to glutamate (maximum inward current

minus the pedestal current) by about 75%, and only reduced the slow pedestal current

that developed during the train by about 40% (Fig. 7E). Figure 7F shows the mean

pedestal current amplitude (estimated from the last 3 to 5 applications during the train,

see Methods) in the absence and presence of 200 nM NBQX for GluA1/GluA2

heteromeric receptors without and with co-expression of -2. As can be seen, inclusion

of -2 in receptor assemblies enhanced the relative amplitude of the sustained pedestal

currents (expressed as a percentage of the maximum current (Imax) evoked by the first

control application) and also reduced their sensitivity to NBQX. In the absence of -2

co-expression, 200 nM NBQX reduced the peak and pedestal currents through

GluA1/GluA2 receptors to similar extents (97.6 ± 1.5% and 98.5 ± 1.0%, respectively; n

= 7). When the same pore-forming subunits were co-expressed with -2, 200 nM NBQX

reduced the peak current evoked by the first glutamate application by 86.0 ± 2.4%,

whereas the pedestal currents were reduced on average by 22.7 ±   11.3%.  The

inhibition of the pedestal current with -2 was not significantly different from zero, but

was significantly different from NBQX inhibition of the initial peak current (n = 10, P <

0.0003). 

The TARP-associated high-Popen gating is relatively insensitive to NBQX

We have shown recently that -2 and other type I TARPs modulate AMPAR gating at the

single receptor level by promoting a distinct gating mode that is characterised by longer

activations and increased frequency of openings to the two largest open levels (high

Popen mode; Zhang et al., 2014). In patches containing only one active GluA/-2 tandem

receptor (in which -2 is fused directly to the C-terminus of the pore-forming subunit),

the receptor spends 30-40% of its time in the high Popen gating mode, but during the

remaining time gates with kinetics that are indistinguishable from receptors composed

of only GluA subunits (low-Popen mode). We further showed that the low-Popen gating

mode underlies the fast component seen in the bi-exponential deactivation and

desensitization decays observed with TARP co-expression (Cho et al., 2007; Milstein et
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al., 2007), whereas the TARP-associated slow component and enhanced steady-state

currents seen during sustained applications arise virtually exclusively from the high-Popen

mode (Zhang et al., 2014; Howe, 2015). The pedestal currents seen here during trains of

repetitive applications appeared to arise primarily from the incomplete decay of the

slow component seen with TARPs (Fig. 7B, C), suggesting that the pedestal currents

arise primarily from receptors gating in the high-Popen mode.  To test whether the

resistance of the pedestal currents to NBQX arose because the high-Popen gating mode

is relatively insensitive to NBQX inhibition, we compared the extent to which NBQX

blocked the peak and steady-state currents evoked by 100 ms applications of

glutamate (having shown before that the peak and steady-state currents in such

experiments primarily reflect the low- and high-Popen gating modes, respectively).

Fig. 8 shows the effect of NBQX on GluA1/GluA2 heteromers with and without -

2. In accordance with our results with high-frequency trains of stimuli, 200 nM NBQX

almost completely blocked both peak and steady-state currents in the absence of -2

(Fig.  8A).  In marked contrast, the sustained current through GluA1\GluA2\-2

heteromers is resistant to block by 200 nM NBQX, although the peak current is inhibited

by about 90% (Fig.  8B; the amplitude of the peak current was measured as the

difference between the maximum inward current and the steady-state current). Indeed,

when TARP -2 was present, in some cases the steady-state current was increased in the

presence of NBQX, even though the peak current was markedly reduced (Fig. 8C). To

estimate the relative potency of NBQX to inhibit peak vs sustained currents, different

concentrations of NBQX were applied to heteromers with and without  -2.  The

concentration-response data for NBQX inhibition of the peak current are shown in Fig.

8D. A Hill-type fit to the results gave an IC50 value of 36 nM for NBQX inhibition of the

peak current, which was completely blocked by 500 nM NBQX. The results are similar to

previous data for GluA1 and GluA4 homomeric receptors (Robert and Howe, 2003) and

the sensitivity of the peak current through GluA1/GluA2 heteromers was similar whether

-2 was co-expressed or not (Fig. 8D, grey and open symbols, respectively). In contrast,

over a range of concentrations (50-500 nM) at which NBQX blocked 50-100% of the
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peak currents, on average the steady-state currents increased in the presence of -2

(Fig. 8E). Interestingly, this effect was sometimes observed on the PF train EPSCs during

the initial perfusion of the recording chamber with NBQX (see Fig. 5B). In the presence

of TARP -2, inhibition of the steady-state current was only obtained with NBQX

concentrations of 1 µM and above, and the block remained incomplete even at 50 µM

NBQX. Both NBQX-mediated inhibition and enhancement of glutamate-evoked currents

were fully reversible.

One possible explanation for the incomplete block of the steady-state current

when TARP -2 was present, even at concentrations up to 50 µM NBQX, is that the

reduced affinity of NBQX for the high-Popen mode results in significant re-equilibration of

receptor occupancy during 100 ms applications of near-saturating glutamate. To test

this hypothesis, we compared the rate at which the steady-state current recovered for

GluA1/GluA2 heteromeric receptors without and with -2 co-expression. Outside-out

patches were equilibrated in an NBQX concentration sufficient to block virtually all the

current at the beginning of the applications and were then jumped into 10 mM

glutamate in the absence of NBQX for 400 or 500 ms. To obtain an estimate of the time

it took for the currents to recover, we fitted the steady-state currents with single

exponential functions (the small size of the currents prohibited a detailed analysis of the

time-course and the impact of conductance substates; Smith & Howe, 2000). In the

absence of -2, the mean time constant from these fits was 395 ± 50 ms (n = 3). The

corresponding rate constant (2.5 s-1) agrees well with previous reports for inhibition of

peak AMPAR currents from triple-jump experiments (MacLean et al., 2014). When the

receptors contained  -2, the steady-state current recovered substantially faster.

Exponential fits to the results from six patches gave a mean time constant of 85 ± 20

ms, which differed significantly from the corresponding value in the absence of TARP -2

(P < 0.001). The approximately five-fold faster dissociation of NBQX results in significant

relief of NBQX block of the steady-state current during a 100 ms application of near-

saturating glutamate and likely accounts for the incomplete block at concentrations of

10 and 50 µM when the receptors contain the auxiliary subunit TARP -2 (Fig. 8E).
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Pentobarbital selectively blocks the high-Popen mode seen with TARP -2

To test whether TARP-associated differences in receptor pharmacology contributed to

the selective block by pentobarbital of phase 2 of the PF train EPSC, we determined the

effect of 110 µM pentobarbital on glutamate-evoked currents in outside-out patches.

Figure 9A shows data obtained in a patch containing receptors composed of GluA1,

GluA2-R, and -2. This concentration of pentobarbital reduced the initial peak current by

34%, and the steady-state pedestal current (inset) by 53%.  As found previously

(Taverna et al., 1994; Yamakura et al.  1995), pentobarbital was significantly less

effective at blocking both peak and pedestal currents when the receptors contained the

unedited version of GluA2, which has a glutamine (Q) rather than an arginine (R) at the

tip of the pore helix. (Fig. 9B). The selective inhibition by pentobarbital of the phase 2

component of the PF train EPSCs suggests that the AMPARs that underlie this

component contain the edited (R) version of GluA2.

The difference in the mean percentage inhibition for the peak and pedestal

currents was modest and was not statistically significant when the two groups were

treated as independent samples (Fig. 9B). However, for the receptors containing GluA2-

R, the percentage inhibition of the pedestal current was in all cases greater than the

corresponding inhibition of the peak current in the same patch, and the mean difference

between the paired inhibition values obtained for 4 patches was significantly greater

than zero (16.5 ± 6.5%, P < 0.05). 

The dependence of pentobarbital inhibition on the presence of a charged residue

within the transmembrane electric field (Taverna et al., 1994; Yamakura et al., 1995), as

well as the use-dependence of block (Marzalec & Narahashi, 1993), are features of

open-channel blockers. However pentobarbital is largely uncharged at physiological pH,

and the pH and voltage dependence of the block is inconsistent with an open-channel

blocking mechanism (Miljkovic & MacDonald, 1986; Jackson et al., 2003). While the

mechanism by which pentobarbital inhibits AMPAR currents remains somewhat unclear,

Jackson and co-workers (2003) found that pentobarbital selectively reduced steady-
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state currents in hippocampal neurons (compared with initial peak currents activated by

glutamate), suggesting the possibility that the high-Popen mode, which is largely

responsible for the steady-state current for TARPed receptors (Zhang et al., 2014; Howe,

2015), is more sensitive to inhibition by pentobarbital.

To test this possibility more directly, we evaluated the effect of 110 µM

pentobarbital on responses to 100 ms applications of 10 mM glutamate. The results

from one patch are shown in panel C of Fig. 9 where the control currents and those in

pentobarbital (inset) have been scaled to have the same peak amplitude. As can be

seen, the portion of the trace corresponding to the slow component of desensitization

and also the steady-state current are preferentially reduced by pentobarbital.  Bi-

exponential fits to similar desensitization decays with and without 110 µM pentobarbital

were obtained from 5 patches. The grey bars in Fig. 9D show the mean percentage

inhibition values for the steady-state current (Iss), as well as the amplitudes of the fast

and slow exponential components of desensitisation (af and as, respectively).  The

inhibition was greatest for the steady-state current and least for the fast component (P

< 0.05).  To test whether this difference arose from the known use dependence of

pentobarbital block, we also tested 7 patches with 2 ms applications, reasoning that

any use dependence of the block would be minimal during such brief exposure to

glutamate.  Bi-exponential fits to the deactivation decays were performed for the

currents in each patch before and during 110 µM pentobarbital. The relative amplitude

of the slow component (a2) was significantly reduced by pentobarbital (Fig. 9D, P =

0.022, n = 7). The comparison demonstrates that the slow component of decay, which

arises from TARP-mediated increases in the effective rate constant for channel opening

when the receptor gates in the high Popen mode (Cho et al, 2007; Howe, 2015), is

selectively inhibited by pentobarbital. All the effects of pentobarbital were completely

reversible.

Functional consequences: Action potential generation by train EPSCs 

We have shown that PF stimulation can recruit two types of train EPSC, one with large
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initial amplitude that saturates after 3 stimuli (phase 1), and the other that is initially

small but builds up progressively during a train of 10 stimuli (phase 2). PF stimulation

often recruits both types of train EPSC and the synaptic response is a mixture of phase

1 and phase 2 components. We next asked how the different patterns of the train EPSC

affect the action potential discharge of the postsynaptic Purkinje cell.  To evaluate

further the functional impact of the currents we have identified, we measured responses

to trains of PF stimuli in sequential voltage- and current-clamp recordings. Current was

injected to maintain the baseline membrane potential near -70 mV. PF train EPSCs were

stimulated at various locations of the dendritic tree in voltage clamp. For each location

the recording was then switched to current clamp to record the action potential

discharge of the Purkinje cell in response to the train. 

Figure 10A presents 3 examples of train EPSCs and corresponding current-clamp

responses from the same cell. The examples show: i, a saturating train EPSC which in

current clamp triggers a 30.1 ms burst of action potentials at 233 Hz after a 3.3 ms

delay; ii, a hybrid train EPSC which triggers a longer burst of action potentials (84.0 ms)

at lower frequency (143 Hz) and after a longer delay (16.2 ms); and iii, a train EPSC that

builds up throughout the train and triggers a 173.2 ms burst of action potentials at 83.7

Hz after a delay of 30.8 ms. Virtually all positions tested in 10 cells triggered a burst of

action potentials.

Figure 10B shows the analysis of results obtained from 10 cells. Parameters are

plotted against the amplitude of the first EPSC of the train (A1), with average values for

the 10 cells. Panels Ba to Bd show plots of : a) R2 (P2/A1), measured for the train

EPSCs recorded in voltage clamp; b) the delay to action potential firing; c) the spike

frequency during the burst; and d) the duration of the action potential burst, measured

for the corresponding current clamp responses. Panel 10Ba shows that R2, a measure

of the relative proportion of phase 2, increases as the amplitude of A1 decreases, as

seen earlier in the data shown in Fig. 1D. The delay to the first spike in current clamp,

shown in Panel Bb, also increases as A1 decreases, whereas the spike frequency, plotted

in panel Bc, decreases and the duration of the spike burst, plotted in panel Bd,

increases.
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 The increased delay and decreased firing frequency for train EPSCs with small

A1 values is expected since such train EPSCs build up progressively from initially small

amplitudes (Figs. 1 & 3). As a result, the corresponding depolarisations are slower,

taking more time to reach threshold for action potential generation.  Surprisingly

however, action potential burst duration was longer for train EPSCs with small A1 values,

presumably because the large depolarisation associated with large-A1 train EPSCs

resulted in sodium channel inactivation and termination of action potential generation.

Consistent with this explanation, reductions in spike amplitude preceded termination of

the burst (Fig. 10Ai,ii). Taken together, the data suggest that large and saturating inputs

only require short presynaptic bursts of activity to efficiently recruit spiking of the

postsynaptic Purkinje cell, whereas the initially small, progressively facilitating inputs

generate delayed, lower frequency spike trains that are sustained for longer times. 

Discussion 

Two types of parallel fibre synapses with different AMPAR signatures

Our analysis of the PF train EPSC defines 2 phases: (1) phase 1 dominated by a peak

response that saturates after the 3rd stimulation; (2) phase 2 dominated by a component

that increases progressively throughout the train. The initial amplitude of the second

component is usually small, but it can grow to large amplitudes and becomes more

obvious as the first component levels off. Both presynaptic and postsynaptic factors

might contribute to this behaviour. For example, phase 1 may arise from synapses with

high release probability, which give initially large peak EPSCs that saturate rapidly.

Conversely, phase 2 may arise from synapses with low release probability, leading to

small initial amplitudes but slow and progressive recruitment.  However, it is also

possible that the properties of the different postsynaptic receptor populations identified

here underlie the facilitation of phase 1 and 2 of the train EPSC.

Our measurements of the sensitivity of the train EPSC to the AMPAR antagonists

pentobarbital and NBQX show that the properties of the postsynaptic receptors
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activated during the two phases are different. Phase 1 is less sensitive than phase 2 to

block by pentobarbital and more sensitive to block by the competitive antagonist

NBQX. Purkinje cells express the pore-forming subunits GluA1, 2, and 3, the auxiliary

subunits TARP -2 and -7, as well as GluD2 (Lambolez et al., 1992; Baude et al., 1994;

Petralia et al., 1998; Yamasaki et al., 2010; Yamasaki et al., 2011). Although it seems

likely that the composition of the AMPARs studied here in outside-out patches

(GluA1/GluA2/-2) is representative of Purkinje cell AMPARs that are postsynaptic to PF

inputs,  in  principle  there  are  many  potential  molecular  compositions  and

stoichiometries. The large currents produced by CNQX in whole-cell recordings, and the

similar sensitivity of the CNQX-evoked currents and phase 2 of the synaptic responses

to pentobarbital, suggest that phase 2 responses largely result from activation of

receptors that contain TARP -2. The similar resistance to block by NBQX of phase 2 of

the synaptic response and the pedestal and steady-state currents seen for  -2-

containing receptors in outside-out patches also support the conclusion that the

AMPARs underlying phase 2 contain  -2.  The sensitivity of phase 2 to block by

pentobarbital, and the selective block by pentobarbital of TARPed receptors that contain

GluR2-R (vs GluR2-Q) support the conclusion that phase 2 of the train EPSC arises,

primarily at least, from receptors that also contain the edited version of GluA2. 

The identity of the receptors that underlie phase 1 of the train EPSC is less clear.

The initial ESPC, A1, was relatively insensitive to 110 µM pentobarbital, raising the

possibility that receptors that lack the edited version of GluA2 could contribute to phase

1, although previous studies have concluded that Purkinje cells lack such receptors

(Häusser and Roth, 1997; Tempia et al., 1996). The data presented here do not allow us

to reach a conclusion on that point.  Our results with pentobarbital and NBQX in

outside-out patches show that differences in the sensitivity of phase 1 and phase 2 to

block by antagonists may also reflect functional heterogeneity of individual receptors.

The results strongly suggest that the low- and high-Popen gating modes described

previously for TARP-containing receptors (Zhang et al., 2014; Howe, 2015) have different

sensitivities to NBQX, as well as to pentobarbital. In TARP -2-containing receptors, the
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pedestal current seen during trains of repeated brief applications of glutamate, the

steady-state current during sustained glutamate applications, and the slow component

present in deactivation decays all reflect receptors that are gating in the high Popen

mode, which we show here are 5- to 10-fold less sensitive to block by NBQX and more

sensitive to block by pentobarbital than receptors gating in the low Popen mode. In the

presence of TARPs, the fast components in the bi-exponential deactivation and

desensitisation decays arise from receptors gating in the low-Popen mode, which exhibit

gating behaviour indistinguishable from that of AMPARs that lack TARPs.  Even for

GluA/TARP tandem receptors (which contain 4 TARP molecules per receptor) the low

Popen mode predominates in single-channel records (60-70% of the total time) and

accounts for most of the peak ensemble current (Zhang et al., 2014; Howe, 2015). In

short, even when TARPs are included in receptor assemblies, at any given moment most

receptors in a population will behave as though TARPs were not present. The greater

sensitivity of the peak currents and phase 1 of the train EPSCs to NBQX inhibition, and

their reduced sensitivity to block by pentobarbital, does not imply that the receptors

giving rise to the peak current and phase 1 lack -2, they may simply be gating in the

low-Popen mode. Together with our prior single-channel data (Zhang et al., 2014), the

results in outside-out patches presented here clearly indicate that sensitivity to block by

NBQX or pentobarbital differs for the low- and high-Popen modes, presumably because

the two modes reflect different sets of receptor conformations.

When the peak currents are defined as the difference between the maximum

inward current and the steady-state current, they are completely blocked by

submicromolar concentrations of NBQX, similar to currents through receptors that do

not contain TARPs (Fig. 8; Robert & Howe, 2003), whereas the pedestal and steady-state

currents are about an order of magnitude less sensitive.  In contrast, the slow

component of deactivation and desensitization, which arise from the high-Popen gating

mode (Howe, 2015), exhibit increased sensitivity to block by pentobarbital (Fig.  9).

Together with the different pharmacology of phase 1 and phase 2, the results suggest
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that the high-Popen gating mode of TARPed receptors makes a substantial contribution to

phase 2 of the synaptic response to high-frequency PF stimulation.

 The kinetic heterogeneity inherent in the modal gating seen for TARP-associated

AMPARs contributes to the pedestal currents that develop during trains of brief

glutamate applications, and the lower affinity for NBQX of AMPARs in the high-Popen

mode likely contributes to the increase in the steady-state currents we often observed

during sustained 100 ms applications in the presence of NBQX (due to enhanced re-

equilibration of the block in competing glutamate); however, this does not explain why

the steady-state currents were larger at NBQX concentrations of 50-500 nM than in the

absence of antagonist. Our results provide no explanation for this apparent recruitment

by NBQX of receptors into the high-Popen gating mode. Recently, however, Carbone &

Plested (2016) reported that AMPARs that contain TARPs exhibit  evidence of a

“superactivated” state which is recruited by repeated activation during a train of

glutamate applications. The superactivated state appears to be what we have referred

to as the high-Popen mode. Such activity-dependent recruitment of superactivated or

high-Popen gating might contribute to the build up of the phase 2 component during train

EPSCs, and perhaps also to the enhanced steady-state currents we saw in patches at

NBQX concentrations in the 50-500 nM range.

Although our results suggest that modal gating contributes to the different

pharmacology of phase 1 and phase 2 of the train EPSCs, it does not account for the

large variability we observed for the relative amplitude of phase 1 and 2 for different

stimulation sites in the same Purkinje cell.  Synapse-to-synapse differences in TARP

incorporation in the receptor population might contribute to this variability, or it may

reflect other differences in molecular composition. Nonetheless, our results indicate

that PF synapses are equipped with at least 2 populations of postsynaptic AMPARs that

differ in their sensitivity to antagonists, kinetic behaviour, and perhaps molecular

composition. We did not try to isolate single synapse responses, therefore we cannot

show unambiguously whether these populations of receptors co-localise or whether

they are segregated at independent synaptic sites. However, the analysis shows that the
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two components of the PF train EPSC, saturating and progressively facilitating, are

present in variable proportions at different dendritic sites on single Purkinje cells.

Moreover, both components have been observed in near isolation. For these reasons,

we suggest that the receptor populations underlying components 1 and 2, and

highlighted by the differential sensitivity to antagonists, correspond to 2 different

populations of synapses. 

Could spillover generate phase 2 currents? 

When we presented the results describing the different sensitivity of phase 1 and 2 to

NBQX, we discussed the possibility that phase 2 might be generated by spillover of

glutamate. We argued that the NBQX unbinding rate is too slow (2-3 s-1, MacLean et al.,

2014) to account for rapid facilitation of component 2 during a 100 ms train. However

this NBQX dissociation rate appears to apply to receptors in the low-Popen gating mode

and be substantially faster for TARPed receptors gating in the high-Popen mode (which

exhibit reduced affinity for NBQX). Other results, however, support the conclusion that

spillover is unlikely to contribute substantially to the phase 2 current. Takayasu et al.

(2004) used trains of 3 PF stimuli (corresponding to phase 1 of our train EPSCs). In the

presence of the glutamate transporter blocker TBOA (200 μM), spillover is pushed to the

extreme and activates AMPARs for hundreds of milliseconds.  Even under these

conditions, a concentration of NBQX (250 nM) that has little effect on the phase 2

current inhibited the spillover phase of the EPSC to the same extent as the fast 3 stimuli

EPSC (Takayasu et al., 2004). These results indicate that the spillover current does not

have a reduced sensitivity to NBQX, and also suggests that there is no substantial

unbinding and displacement of the antagonist by concentrations of glutamate reached

during spillover. 

Finally, we have argued that phase 2 currents are carried by AMPARs that

contain the TARP -2 subunit. If TARPed receptors were extrasynaptic, as seen for -8 in

the hippocampus (Inamura et al., 2006), they could detect spillover glutamate. The

subcellular localisation of -2 has been investigated by Yamazaki et al. (2010) using
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immunogold labelling; -2 is enriched at postsynaptic sites but is not detectable above

background levels at extrasynaptic sites, making it unlikely that the phase 2 current

arises from extrasynaptic receptors. In addition, the density of extrasynaptic AMPARs

appears to be very low in Purkinje cells (Masugi-Tokita et al., 2007).

Spillover has been shown to be prominent at a number of synapses in the

cerebellum including those made by PFs (Barbour et al., 1994; Carter & Regehr, 2000;

Balakrishan et al., 2014) and, although we think it does not account for the phase 2

component, it may contribute to the slow decay of the train EPSCs at the end of PF train

stimulation. We have not studied that aspect of the train EPSCs and the basis of the

slow decay remains unknown. 

Synaptic correlates 

Both in vivo sensory stimulation by Ekerot and Jörntell (2001) and paired recordings in

slices by Isope and Barbour (2002) have suggested that most of the PF synapses are

electrically silent. The average amplitude of identified connections between parallel

fibre and Purkinje cells determined by Isope and Barbour (2002) was 8.4 pA ± 7.1 pA,

but the connection rate was low, only 15% of that expected from morphological

analysis. The saturating component of the EPSC would be the likely correlate of the

synapse identified in paired recordings and described by Isope and Barbour (2002) as a

high release probability synapse. The amplitude (A1) of the first EPSC in the trains we

recorded varied greatly from cell to cell. However, the largest train EPSCs (A1 about 1

nA Fig. 1) give an estimate of 125 for the number of granule cell axons activated if their

A1 amplitude is compared with the average EPSC amplitude measured by Isope and

Barbour for stimulation of single granule cells (8.4 pA). Assuming that we stimulated a

comparable number of fibres between experiments, for train EPSCs with A1 amplitudes

of 200 pA, the amplitude for a single connection would be 1.6 pA (a very small current

corresponding to activation of 1 or 2 receptors) if the stimulation recruited 125 fibres,

and PF train EPSCs dominated by the phase 2 current were typically smaller than 200

pA. Therefore, the individual connections that (as a population) give rise to the phase 2
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current might be too small to detect. Because the initial response of slowly facilitating

synapses is very small, we suggest that they have usually remained unnoticed. Indeed,

to our knowledge, slowly facilitating train EPSCs or hybrids of saturating and facilitating

trains like those shown in Fig.  1 have not been reported.  This suggests that our

understanding of PF inputs to Purkinje cells is biased towards the small population of

conspicuous synapses. 

Physiological consequences

Facilitating phase 2 synapses are recruited efficiently only during a train of presynaptic

activity. It has been shown that granule cells generate outputs that are very different

depending on the sensory modalities conveyed by mossy fibres, (reviewed by Arenz et

al., 2009). Some sensory inputs are conveyed by brief on-response bursts (Chadderton

et al, 2004), whereas others generate sustained bursts of action potentials (Jörntell and

Ekerot, 2006). Large initial saturating EPSCs would be ideally suited to transmit brief

high frequency bursts and to respond with high temporal precision, as the data in Fig.

10 demonstrate. On the other hand, the progressively facilitating EPSCs seen in phase 2

would be expected to filter brief or low frequency activity, only effectively transmitting

sustained or repetitive bursts of activity, an expectation confirmed by our voltage- and

current-clamp recordings from the same Purkinje cells (Fig.  10).  The two types of

synapses appear well suited to transmit different types of presynaptic activity patterns.

We have also shown that the distribution of the two types of responses on the dendritic

tree of a single cell is highly heterogeneous. This may reflect the tuning of postsynaptic

properties to the function of individual synapses or local dendritic areas.
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Figure 1. Analysis of the PF train EPSC shows that it can be divided into two phases. PF

train EPSCs were elicited by 10 stimuli at 100 Hz repeated once per minute. Stimulation

artefacts have been partially removed for clarity. A. Three examples of PF train EPSCs

with different facilitation behaviour: i, saturating, ii, increasing progressively throughout

the train and iii, hybrid of the first two. B. Example Aiii is used to illustrate the analysis

of the PF train EPSC in two separate phases: phase 1 characterised by amplitudes A1

and A3 of the 1st and 3rd responses respectively, and phase 2 characterised by the

amplitudes A3 and A10 of the 10th response. R1 = A3 / A1, is the amplitude of phase 1

normalised to the initial response A1. It is a measure of facilitation after 3 stimuli. P2 =

A10 – A3 is the amplitude of phase 2. R2 = P2 / A1, is the amplitude of phase 2

normalised to the initial response A1. We come back to the significance of R2 in the last

panel.  C left. Plot of P1 vs A1 for individual cells (n = 38) shows correlation between

these parameters (Pearson coefficient = 0.917, P < 0.001). The standard deviation of the

baseline current noise was 3.05 pA (n = 38) and the smallest A1 current measured was

-11.9 pA. Even the smallest A1 values were well distinguished from baseline. Right, plot

of R1 vs A1. Open diamonds correspond to mean R1 values for PF train EPSCs with

large and small A1 values (inward currents greater than 200 pA and less than 200 pA,

respectively).  R1 is typically larger for small values of A1, where the train EPSC is

dominated by progressively increasing responses (as in A ii). D left. Plot of amplitudes

P2 vs A1.  There is no significant correlation of the amplitudes of the two phases

(Pearson coefficient = 0.215, P > 0.1). Right. Plot of R2 vs A1. Because A1 and P1 are

strongly correlated, R2 = P2/A1 is a relative measure of the amplitude of phase 2 with

respect to that of phase 1 and reports on the proportion of the two phases of the train

EPSC. Open diamonds correspond to mean R2 values for PF train EPSCs analysed in the

large and small A1 amplitude categories defined above. SR 3 M and APV 50 M were
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present in all recordings. 32/38 cells were from transverse slices, 6/38 from sagittal

slices.

Figure 2. Role of mGluR1 and voltage-gated conductances. A top. Example of a PF train

EPSC recorded in control (black) and in the presence of the mGluR1 antagonist

CPCCOEt (50 M, grey). Bottom. Traces normalised to A10. mGluR1 inhibition has little

effect on the train EPSC.  B.  ᐃF/F signals associated with the train EPSC in control

(black) and CPCCOEt (grey). Subtraction of the signal in CPCCOEt from control shows

the inhibition of the mGluR1-mediated calcium signal (dotted grey trace). C. A1, P1, P2

and R2 in CPCCOEt as a percentage of control values for 14 cells. * P < 0.01. ns, not

significant (n = 14, P = 0.075). Although CPCCOEt slightly modifies the train EPSC, there

is no inhibition of phase 2, indicating that this component of the train EPSC is not

generated by activation of mGluR1 receptors. D. Example of a PF train EPSC recorded at

-60 mV (-75 mV after correction for liquid junction potential, black) and after 5 minutes

at + 60 mV (+45 mV after correction, grey). Steady state depolarisation is expected to

inactivate voltage-gated conductances. E. Average values of R1 and R2 at -75 mV and

+45 mV were not significantly different, indicating that voltage-gated conductances do

not affect the relative proportion of phase 1 and 2 (n = 10, Wilcoxon signed rank test for

R1, P = 0.084 and R2, P = 0.49). Bars indicate SEM. SR 3 M and APV 50 M.

Figure 3. Facilitation is a local property of dendritic sites. A. Morphology of a Purkinje

cell loaded with 20 M Alexa-488. The PF train EPSC was systematically probed at

different locations of the dendritic tree by moving the stimulation pipette (dots denote

the position of the tip of the pipette, 71 locations tested in this example) in sagittal

slices.  i and ii mark the positions of the stimulation pipette corresponding to the PF

train EPSCs shown in B. The train EPSCs display similar maximal amplitudes but very

different facilitation during the train. Bi. A PF train EPSC that builds up. Bii. A saturating

example.  C. Histogram of A1, P1 and P2 showing the wide distribution of these
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parameters and the heterogeneity of the amplitude of the two phases. Da. Plot of P1 vs

A1 showing a strong correlation between these parameters (Pearson's coefficient =

0.959, P << 0.001), as observed for values from different cells (Fig. 1). Db. Plot of P2 vs

A1. P2 and A1 are significantly correlated (Pearson's coefficient = 0.456, P < 0.001),

although less strictly and mostly because of a strong correlation for train EPSCs where

A1 was very small. SR 3 M and APV 50 M. 

Figure 4. Pentobarbital inhibits phase 2 of the PF train EPSC. A left.  Example of a PF

train EPSC in control (black) and after bath application of 110 M pentobarbital (grey).

Inhibition is strongest at the end of the train.  Bottom. Traces normalised to A10. In

pentobarbital (grey trace), phase 2 is inhibited more potently than phase 1.  This

converts the train EPSC from a hybrid to a saturating pattern. B. Plots of A1, P1, P2 and

R2 during the course of the experiment. The pentobarbital application decreased P2

most efficiently but had little effect on A1.  C left panel.  Percentage inhibition by

pentobarbital of A1 and P1 for 22 cells, and P2 and R2 for 14 cells. Some P2 values

were negative in pentobarbital (A10 smaller than A3), presumably reflecting overlap in

the two components (see Results). The inhibition of P2 and R2 were calculated for train

EPSCs with P2 values larger than 150 pA (14 cells). Right panels. Individual and average

values of P2 and R2 for all 22 cells (grey diamonds, individual cells; black circles,

average values ± SEM ). All changes were statistically significant. For the illustration **

P = 0.002, *** P << 0.001. Bars indicate SEM. SR 3 M and APV 50 M. Sixteen of 22

cells were from transverse slices and 6 from sagittal slices.

Figure 5. Differential inhibition of phases 1 and 2 by NBQX. A. Example of PF train EPSC

inhibition by 200 nM NBQX. At this concentration, the train EPSC is partially blocked

and the time-course of EPSC build up is modified. Bottom. Traces normalised to A10. In

NBQX (grey trace) the saturating component is reduced. B. Plots of A1, P1, P2 and R2

vs time. Application of 200 nM NBQX reduces A1 and P1 but has no effect on P2. Plot
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of R2 shows that phase 2 becomes bigger relative to phase 1 in NBQX. C. Percentage

inhibition of A1, P1 and P2 by 200 nM and 1 M NBQX. D. Individual (grey dots) and

average values (black dots) of R2 normalised to control in 200 nM and 1 M NBQX.

Bars indicate SEM. SR 3 M and APV 50 M. A1, P1 and P2 percentage of inhibition by

NBQX were all statistically different from each other at the two concentrations of NBQX

tested, so was R2 (Wilcoxon signed rank test, P = 0.004 (**) for 200 nM NBQX data and

P << 0.001 (***) for 1 M NBQX). Data for 1 M NBQX, seventeen out of twenty five cells

were from transverse slices and eight from sagittal slices. Data for 200 nM NBQX, all

cells were from sagittal slices.

Figure 6. CNQX activates currents that are sensitive to pentobarbital. A. Example of the

membrane current activated in a Purkinje cell by addition of increasing concentrations

of CNQX to the external solution. The addition of 3 M CNQX activated an inward

current of -76.4 pA.  Currents were completely blocked by 50 M GYKI-53655, the

selective AMPAR non-competitive antagonist. B. In another cell, 3 M CNQX was applied

in the presence of 100 M CTZ and activated a current of -430.3 pA. Application of 110

µM pentobarbital inhibited the current by 78.6%. The baseline was measured at the end

of the experiment after application of 10 M NBQX.  C. On average, 3 M CNQX

activated a current of -72 pA ± 5.8 pA  (n= 5) in control, -372 pA ± 61.7 pA (n=5) in the

presence of 100 µM CTZ and only -82.4 pA ±8.4 pA in the presence of both CTZ and 110

µM pentobarbital (n=4). The CNQX current amplitudes in CTZ alone were significantly

greater than control values and the data in pentobarbital, P < 0.01. Pentobarbital data

were not significantly different from control (P = 0.35). Bars indicate SEM. SR 3 M and

APV 50 M. All cells were recorded in sagittal slices.

Figure 7. Co-expression of TARP -2 enhances a pedestal current that is resistant to

NBQX.  A, B. Inward currents evoked by ten 2 ms applications of 10 mM glutamate

(arrows) repeated every 10 ms to outside-patches from tsA201 cells expressing GluA1

and GluA2 either without (A) or with (B) co-expression of the type I TARP, -2.  If
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deactivation is not complete between pulses, there is still a residual current that persists

at the start of the next application. We refer to this current as the pedestal current. In

the absence of -2, the currents decay almost completely before the next application

and there is only a small inward pedestal current during the train (A).  With -2

co-expression (B), the decay of the current is slower and bi-exponential and the relative

size of the pedestal current is enhanced.  C.  The size of the pedestal current is

increased when the applications are repeated at 6 ms intervals where the decay of the

responses is less complete between applications, due to the presence of the TARP-

associated slow component. D, E. Trains of responses in two other patches expressing

GluA1 and GluA2 without or with -2. In the absence of -2 co-expression (D), both the

peak and pedestal currents are abolished by the continuous application of 200 nM

NBQX.  When -2 was co-expressed (E), the peak current (maximum inward current

evoked by the first application minus the pedestal current) is inhibited about 75%,

whereas the enhanced pedestal current is inhibited by about 40%. F. Mean percentages

of the pedestal current (expressed as a percentage of the maximum current evoked by

the first control application in the same patch) in the absence and presence of 200 nM

NBQX in patches from cells that did not and did express TARP -2. The results are from

7 and 10 patches. Bars indicate SEM  
*
Both control and NBQX values without TARP -2

were significantly different from the corresponding values with TARP -2  (two-way

ANOVA, P <  0.0001).  ‡ The means with and without NBQX were not significantly

different; however, the percentage inhibition of the pedestal current without -2 (98.4 ±

1.0%, n = 7) was significantly different from zero (P < 0.0001, two-tailed Student’s t-

test), whereas the corresponding inhibition with -2 (22.8 ± 11.3%, n = 10) was not (P =

0.075).

Figure 8.  The steady-state current during sustained applications of glutamate is

resistant to inhibition by NBQX. A, B, C. Responses to 100 ms applications of 10 mM

glutamate before (black) and during (grey) the continuous application of 200 nM NBQX.

In patches from cells expressing GluA1 and GluA2 alone (A), NBQX markedly reduced
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both peak and steady-state currents. In patches from cells that also expressed -2, 200

nM NBQX markedly reduced the peak responses, but the steady-state currents were

either little affected (B) or even larger than control (C). D. Concentration-response data

for NBQX inhibition of the peak current in patches from cells expressing GluA1 and

GluA2 alone (open circles) or co-expressing -2 (filled grey circles). A Hill-type fit to the

data from patches co-expressing -2 gave IC50 and nH values of 36 nM and 1.03. The

data for GluA1 and GluA2 without -2 (open circles) gave percentage inhibition values

similar to the corresponding values with -2 at the three concentrations tested. Bars

indicate SEM (3-8 values per point).  E. Mean percentage change in the steady-state

current for GluA1/GluA2/-2 heteromeric receptors over a 10,000-fold range of NBQX

concentrations. Note that, on average, NBQX concentrations that substantially reduce

peak currents (D) increase the size of the steady-state current. The data for NBQX

concentrations  1 µM are from the same patches as in panel ≤ D. The data for 10 µM

and 50 µM NBQX are from 2 patches each (both concentrations completely inhibited the

peak current). Bars indicate SEM.

Figure 9. Pentobarbital inhibition is selective for the high-Popen gating mode. A. Inward

currents in an outside-out patch from an oocyte co-injected with cRNA for GluA1,

GluA2-R, and -2. The currents were evoked by ten 2 ms applications (arrows) of 10 mM

glutamate applied every 10 ms in control solution (black) and in the continuous

presence of 110 µM pentobarbital (grey). Pentobarbital blocks the initial peak current by

34%, whereas the pedestal current is reduced by 53% (inset).  B. Mean percentage

inhibition of the peak and pedestal currents produced by 110 µM pentobarbital for

GluA1/GluA2/-2 heteromeric receptors for versions of GluA2 that encoded either a

glutamine (Q) or arginine (R) at the Q/R editing site at the tip of the pore helix (n = 5

and 4, respectively). Bars indicate SEM. 
*
The percentage inhibition by pentobarbital, of

both peak and pedestal currents, was greater for receptors containing GluA2-R than for

GluA2-Q containing receptors (P < 0.0003, two-way ANOVA, 4 or 5 patches per group).

C. Inward currents evoked by a 100 ms application of 10 mM glutamate in the absence
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(black) and presence (grey) of 110 µM pentobarbital. The control and pentobarbital

traces have been scaled so they have the same peak amplitude. The inset shows the

pair of responses on the same y-scale. Note that the slow component of desensitization

is reduced more than the peak response. D. Mean values obtained from bi-exponential

fits to the decay of currents evoked by 100 ms (grey) or 2 ms (open) applications of 10

mM glutamate for pentobarbital (110 µM) inhibition of the steady-state current (Iss), the

fast and slow component of desensitisation (af and as) and the slow component of

deactivation (a2). 
*
 The inhibition of the steady-state current was significantly different

from inhibition of the fast component (P < 0.05, one-way ANOVA, n = 5). ‡ The relative

amplitude of the slow component of deactivation (a2) was reduced by 110 µM

pentobarbital (percentage change significantly different from zero, P = 0.022, two-tailed

Student’s t-test, n = 7). 

Figure 10. Action potential generation in response to PF train stimulation. PF train

EPSCs and the corresponding current clamp responses of Purkinje cells were stimulated

across the dendritic field of 10 Purkinje cells in sagittal slices. A. Three examples of PF

train EPSCs and the corresponding responses in current clamp from the same cell.

Examples are of the three types described in Fig. 1: i, saturating; ii, hybrid; and iii,

building up progressively. Calibrations in each panel are identical. Ba. R2 = P2/A1; b.

The delay to the first spike; c. The average spike frequency during the elicited burst of

action potentials; and d. Burst duration are plotted against the amplitude of the first

response of the train EPSC, A1. Empty circles are individual values, black circles are

average values for bins of A1 amplitude (0 to -100 pA, -100 to -200 pA, -200 to -300 pA,

-300 to -400 pA, -400 to -600 pA, -600 to -800 pA and below -800 pA). Insets show

average data only at a higher magnification. Small A1 amplitudes are associated with

larger R2 values, longer delay to the first spike, lower spiking frequency and longer burst

duration. On average, for A1 values of -68.4 pA ± 5.5pA, R2 was 7.1 ± 1.1, delay to first

spike was 46.3 ms ± 7.4 ms, spike frequency was 65.4 Hz ± 6.6 Hz and burst duration

was 172.2 ms ± 29.0 ms. For A1 values of -686.4 pA ± 13.6 pA, R2 was 1.0 ± 0.1, delay
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to first spike was 14.4 ms ± 1.4 ms, spike frequency was 155.5 Hz ± 14.5 Hz and burst

duration was 80.4 ms ± 15.7 ms. The results show that saturating train EPSCs can

recruit the postsynaptic cell efficiently and precisely with short presynaptic bursts of

activity, whereas building up train EPSCs require longer presynaptic trains. All cells were

recorded in sagittal slices.
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